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プレゼンター
プレゼンテーションのノート
I will be talking about “Development of Hazard Projection System for Intentional Attack in Urban Area”.
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Motivation
1. Background

・
 

A variety of accidents sometimes occur everywhere.
(Nuclear power plants,  Chemical factory,  Terrorism, etc.)

・
 

Nowadays the simulation system predicting NBC agents dispersion 
is needed by the government or big cities. 

・
 

To develop the system, MHI is using Meso-scale meteorological
model and dispersion model, RAMS/HYPACT.

2. Purposes of this study
・Development of  hazardous gas dispersion simulator ,applying 

RAMS/HYPACT.
・Speed up the computational time.

プレゼンター
プレゼンテーションのノート
 The background of this study is as follows. Recently, a variety of accidents sometimes occur everywhere, such as nuclear power plants, chemical factory, or terrorism in urban areas. Nowadays the simulation system predicting NBC agents dispersion is needed by the government or big cities. To develop the system, MHI is using Meso-scale meteorological model and dispersion model, RAMS/HYPACT.

 The purpose of  our study are as follows. The one to develop hazardous gas dispersion simulator ,applying RAMS/HYPACT. And the second is to speed up the computational time.



3

Applications of MEASURES System

MEASURES Hazardous gas dispersion simulator

Objects Accidents at nuclear P/S NBC agents
Users Government

Electric Power Companies
Government
Local government units

Area scale Few 10 km Few 100 m
Time scale Few hours Few 10 minutes
Mesh size Few 100 m Few meters
Simulation Terrain Terrain & Buildings
Computer Parallel computer Personal computer

The hazardous gas dispersion simulator is technically based on MEASURES (Multiple 
Radiological Emergency Assistance System for Urgent Response) .

 

プレゼンター
プレゼンテーションのノート
  Our hazardous gas dispersion simulator is technically based on MEASURES (Multiple Radiological Emergency Assistance System for Urgent Response) .

 The simulation object of the original system is accidents at nuclear power stations and users are Japanese government or electric power companies. Area scale of calculation is few ten km and the time scale of  phenomena is few hours. The computer needed for this system is parallel computer.

  On the other hand, the simulation objects of hazardous gas dispersion simulator we would like to develop is NBC agents and  users of the simulator are local governments. And its time scale and area scale are smaller than MEASURES. And this system is required to consider building effect. I said that the users of the system are local government, this system is preferable to be operated using personal computer.
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Hazardous gas dispersion simulator
 

Output Data

Input Data 

 

Simulation 
using RAMS 

Dispersion 
prediction 

using HYPACT

GIS database 
(topography） 

Airflow 
predictionAirflow 

database

Damage 
prediction

GIS database
（population）

NBC agents release info.
（location, species, 

sources, etc.） 
Meteorological 

condition 

Concentration Casualty count 

 ・Fatalities 

・Secondary infection (B agents)

Pre- simulation 

Wind vector

Hazardous gas dispersion simulator 
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Less than 20 minutes for 12 hour simulation !

Preliminary 
simulation using 
RAMS

プレゼンター
プレゼンテーションのノート
Based on the Measures system, we developed the hazardous gas dispersion simulator for Tokyo Area. This picture shows the schematic diagram of the simulator. The input data are meteorological conditions, NBC agents release information, and population data. This simulator has an airflow database, which was made by Preliminary simulation using RAMS. Corresponding to the input meteorological data, the simulator chooses the near airflow data in the database. Next, using this airflow data, dispersion calculation is done with HYPACT model. Here, we can obtain the concentration data of hazardous gas. On the other hand, we also know the population in this area, we can count the number of casualties. The output of the simulator are wind vector, concentration and number of casualties. 
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Airflow database
・Airflow data of 16 patterns  corresponding 16 wind directions (N,    
NNE, NE, …., NNW)  under neutral atmospheric conditions
・Pre-simulation using RAMS
・horizontal grid resolution : 10m
・buildings with more than 20 floors are set 

in the center area of  the domain (1km squares)

Building area

1 km

1 km

Computational Domain

Input 
wind profile
(16 wind directions)

The finest grid domain

プレゼンター
プレゼンテーションのノート
Next, I talk about airflow database. Airflow database contains Airflow data of 16 patterns corresponding 16 wind directions, under neutral atmospheric conditions. These airflow patterns were made by pre-simulation using RAMS. In these simulations, the size of the finest grid domain is 1km. And its horizontal resolution is 10m. In the simulations, the buildings with more than 20 floors are considered.
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Airflow pattern near the ground

RAMS simulation : Airflow

プレゼンター
プレゼンテーションのノート
This is an example of airflow pattern near the ground. This kind of airflow patterns are stored in the air flow database.
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Examples of results from the dispersion simulator

  

 
Gsa concentration: After 10 minutes After 20 minutes

After 60 minutes

Release scenario 

Wind : 5m/s (NW)

Species : Cs137 3kg

Source location : C hotel top   
(137m AGL)

プレゼンター
プレゼンテーションのノート
These pictures are the examples of results from the dispersion simulator. The release scenario are, wind speed is 5m/s, wind direction is NW, released gas is Cs137. This picture is the concentration contours after 10minnutes, 20min, and 60min.
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Source point (at 137m height)

Wind vector distribution near the ground

the simulated concentration over building data

Examples of results from the dispersion simulator

プレゼンター
プレゼンテーションのノート
This is the animation of gas concentration around over building area. Here is the source position.
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Conventional system New system

Air flow database

Dispersion prediction

A system for 
managing “airflow 
database creation”

Automatization of  creation of flow database

RAMS

Air flow calculationAir flow data are 
pre-simulated 
manually and stored.

Air flow database

Dispersion prediction

Interface
Taking a 

lot of time

Parallel Computer

Building shape data from 
digital map

This system enables us to speed up arranging the  hazard projection system 
for the specific area.   

プレゼンター
プレゼンテーションのノート
I said that this system has air flow data base made by pre-simulation using RAMS. Previously, in conventional system, this work was done manually and it takes a log time. So, we developed new system. The new system has a system for managing airflow database creation. This system is handling the buildings shape data from a digital map database or terrain data automatically and conducts the sixteen airflow caluculations. This system enables us to speed up arranging the  hazard projection system for the specific area.   
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Summary

・We developed dispersion simulator for NBC agents.
This simulator can predict not only concentration of NBC agents 
but also number of casualties. 

・The simulator attains less than 20 minutes for 12 hour prediction, 
by making use of airflow database by RAMS.

・A system for managing “airflow database creation”
 

was newly 
developed. This system enables us to speed up arranging the  hazard 
projection system for the specific area.   

・The investigation on accuracy of this dispersion prediction scheme 
is undergoing by using Joint urban 2003 data.

Acknowledgements
This study is funded by MEXT (Ministry of Education, Culture, Sports, Science and Technology) 
of Japan.
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Building  CAD data

RAMS & HYPACT simulation

Actual RAMS data
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ADAP coordinate in RAMS ver.5.0

・Cartesian grid

・The “apertures” of grid cell faces are open or closed 
depending on the presence of topography or buildings

・Finite volume method are applied.

Ex.) horizontal advective term in the x-direction of an 
arbitrary scalar field.
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Improved building scheme in ver.5.0
Original scheme

x

z
xα ：open space along x axis

xΔ ：grid spacing
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Grid cell apertures (m2) :Au=0, Av=0, Aw=0

: Actual building
: RAMS building

Improved scheme
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xΔ ：grid spacing
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プレゼンター
プレゼンテーションのノート
In this study, building scheme in RAMS ver5 is improved. In the original scheme, if open space rate is less than 0.5 in each direction, the grid cell is blocked out completely. So, when the actual building shape is like this, RAMS building is represented like this. In contrast, In the improved scheme, grid cell apertures compute according to the open ratio in each direction. So actual building and RAMS building become the same.
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Test simulation with a single building
・Use of RAMS ver.5.0 with the improved building scheme

・Grid spacing of x, y, z : 2.0m

・

 
Number of grid cells : 160 * 120 * 50  = 1 million

・Turbulent model: Isotropic E-l closure model  implemented in RAMS ver.5.0    
(Castelli, 2004)

・Comparison with Wind tunnel experiments carried out in Hamburg Univ. 
(http://www.mi.uni-hamburg.de/cedval/) 

プレゼンター
プレゼンテーションのノート
We performed a test simulation with a single building, using RAMS ver.5 with the improved scheme. The grid spacings of x, y, z are 2 m respectively. And the number of grid cells is about 1 million. And isotropic E-l closure model, developed by Dr. Castelli of CNR,, Italy, was used as turbulent model. The simulated results were compared with wind tunnel experiment, which was carried out in Hamburg university. 
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Comparison of Flow fields

Wind Tunnel experiment Improved RAMS
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プレゼンター
プレゼンテーションのノート
This graphs shows comparison of flow fields between wind tunnel experiment and the simulated results using RAMS5 with the improved scheme. In the both horizontal and vertical sections, They have almost the same flow pattern.
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Comparison of Wind speed profile
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プレゼンター
プレゼンテーションのノート
Next graphs also show the comparison of wind speed profile. The blue lines show the previous results by ver.4.3, and it was a good simulation like this. And pink lines shows the current results by ver.5 with the improved scheme, and it reproduced better profiles than ver. 4.3, especially in behind the building.
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Simulation with Multi buildings
Stream lines in the horizontal section

Stream lines  and Concentration field

プレゼンター
プレゼンテーションのノート
Next, the simulation with multi blocks was also performed. It produced qualitatively good flow pattern and concentration distribution.
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Local 4D Assimilation Technique

a) Few 100 m mesh

(Unsteady）

b)Few 10 m mesh

（Database of  steady 
airflow）

＋

c) Local 4D Assimilation
(Nudging at boundary) 

Air flow around tall buildings

 建物

ｸﾞﾘｯﾄﾞ(N-1)
ｸﾞﾘｯﾄﾞ N

Model 100 m < 100 m > Total
Present model Few 10 min. Few sec Few 10 min.
Conventional 100 min. 2000 min. Few 10 hrs

Computational time of 12 hour simulation（24CPU×2GHz)

Grid No.(N-1) Building
Grid No. N
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Parallel computing technique (1)

a) Conventional
(Domain Decomposition Method : DDM)

Each domain by Each CPU

b) New-1 (Time Decomposition Method : TDM)
Each time by Each CPU

Large area : A1
Middle area : A2

Small area : A3

RAMS: Grid 1-4
Initial time After 24 hoursForecast time

Global met. data

※Forecast time is divided by the number of CPU

CPU#1
CPU#2

CPU#3

CPU#4

Calculation time can be inversely proportional to the number of CPU !!!

RAMS: Grid 1-4
RAMS: Grid 1-4
RAMS: Grid 1-4

Global met. data

RAMS: Grid 1-4

：Initial condition ：Nudging

Initial time After 24 hoursForecast time

※Domain is divided by the number of CPU
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c) New-2 (4D Decomposition Method : 
4DDM)
1st step: Domain Decomposition Method for coarse mesh

2nd step: Time Decomposition Method for fine mesh

US patent number：US6,801,856

Parallel computing technique (1)
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